
Journal of Environmental Management 303 (2022) 114210

0301-4797/© 2021 Elsevier Ltd. All rights reserved.

Improvements of response surface modeling with self-adaptive machine 
learning method for PM2.5 and O3 predictions 

Jinying Li a,b, Youzhi Dai a, Yun Zhu b,*, Xiangbo Tang c, Shuxiao Wang d, Jia Xing d, Bin Zhao d, 
Shaojia Fan e, Shicheng Long b, Tingting Fang b 

a College of Environment and Resources, Xiangtan University, Xiangtan, 411105, China 
b College of Environment and Energy, South China University of Technology, Guangzhou Higher Education Mega Center, Guangzhou, 510006, China 
c School of Frontier Crossover Studies, Hunan University of Technology and Business, Changsha, 410205, China 
d State Key Joint Laboratory of Environmental Simulation and Pollution Control, School of Environment, Tsinghua University, Beijing, 100084, China 
e Southern Marine Science and Engineering Guangdong Laboratory (Zhuhai), Sun Yat-Sen University, Zhuhai, 519000, China   

A R T I C L E  I N F O   

Keywords: 
Air quality model 
Response surface model 
Emissions control 
Machine learning 
Fine particles 
Ozone 

A B S T R A C T   

Quickly quantifying the PM2.5 or O3 response to their precursor emission changes is a key point for developing 
effective control policies. The polynomial function-based response surface model (pf-RSM) can rapidly predict 
the nonlinear response of PM2.5 and O3 to precursors, but has drawbacks of overload computation and marginal 
effects (relatively larger prediction errors under strict control scenarios). To improve the performance of pf-RSM, 
a novel self-adaptive RSM (SA-RSM) was proposed by integrating the machine learning-based stepwise regression 
for establishing robust models to increase the computational efficiency and the collinearity diagnosis for 
reducing marginal effects caused by overfitting. The pilot study case demonstrated that compared with pf-RSM, 
SA-RSM can effectively reduce the training number by 70% and 40% and the fitting time by 40% and 52%, and 
decrease the prediction error by 49% and 74% for PM2.5 and O3 predictions respectively; moreover, the isopleths 
of PM2.5 or O3 as a function of their precursors generated by SA-RSM were more similar to those derived by 
chemical transport model (CTM), after successfully addressing the marginal effect issue. With the improved 
computation efficiency and prediction performance, SA-RSM is expected as a better scientific tool for decision- 
makers to make sound PM2.5 and O3 control policies.   

1. Introduction 

Ambient fine particulate matters (PM2.5) and ozone (O3) have been 
regarded as major air quality evaluation indicators around the world 
because of their significant effects on human health and eco- 
environment (Cohen et al., 2017; Forouzanfar et al., 2016; Fuhrer 
et al., 2016; Murray et al., 2020). For both developing and developed 
countries like China and USA, the attainment of stringent ambient PM2.5 
and O3 standards still requires different levels of reductions in pre-
cursors emissions (Wang et al., 2012; Zhang et al., 2020). The 
complexity of the physical and photochemical processes involving 
various precursors in the atmosphere leads to the strong nonlinear 
chemistry during the PM2.5 and O3 formation (Chen et al., 2019; Cohan 
et al., 2005; El-Harbawi, 2013; Lu et al., 2021). Therefore, it is important 
to accurately predict the nonlinear effects of precursor emission changes 
on PM2.5 and O3 concentrations to support the policymakers in 

developing effective control strategies for PM2.5 and O3. 
Chemical transport models (CTMs) are commonly used to simulate 

the atmospheric processes and have been an essential tool for supporting 
air quality management by quantifying the impact of various emission 
sources on PM2.5 and O3 concentrations (Chatani et al., 2020; Duan 
et al., 2021; Lin et al., 2005). However, the methods of directly using the 
air quality model to quantify the impact are computationally expensive 
and do not allow rapid prediction of air quality responses to emission 
changes in the wide range of possible emission scenarios that are of 
interest to policymakers (Liu et al., 2021; Xing et al., 2011). 

To improve the efficiency of air quality prediction, a response surface 
model (RSM) was firstly developed by the USEPA to characterize the 
relationship between the pollutant concentrations and precursors 
emissions using a limited number of CTM simulation experimental 
samples combined with advanced statistical methods (USEPA, 2006; 
Xing et al., 2011). RSM has the advantage of quickly predicting the 
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response of pollutant concentrations to a wide range of emission changes 
(Wang et al., 2011). The RSM method has been continuously enhanced 
over the past several years to be more efficient and accurate, such as an 
extended version of the response surface model (ERSM) for 
multi-regional pollutant predictions (Xing et al., 2017; Zhao et al., 2015, 
2017), a polynomial function-based RSM (pf-RSM) to substantially 
reduce the case number required to build the RSM and improve the 
ability for nonlinearity quantification (Xing et al., 2018), a deep learning 
approach (DeepRSM) based on convolutional neural networks (CNNs) to 
estimate the coefficients of the pf-RSM polynomial function using the 
ambient concentrations of chemical indicators simulated by CTM (Xing 
et al., 2020). However, the establishment of a single-regional ERSM and 
pf-RSM still requires at least 20 control scenarios to be simulated by the 
CTM (Xing et al., 2017, 2018). Although the DeepRSM substantially 
reduces the required case number of CTM simulations to only two (base 
and control scenarios respectively), there are plenty of scenarios of CTM 
simulations and pf-RSM runs that need to be trained preliminarily to 
build the DeepRSM, and the issue of high computing cost was still not 
well addressed (Xing et al., 2020). In addition, the accuracy of current 
RSM (e.g., pf-RSM and DeepRSM) is susceptible to the overfitting issues 
caused by the fixed fitting parameters by human experience. For 
instance, it has been previously reported that the RSM’s predictions 
were relatively large biased from the CMAQ’s simulations under strict 
emission control scenarios, and RSM also exhibited a relatively poor 
performance for predictions in the marginal areas where the precursor 
emission ratio is close to zero (Xing et al., 2011). The additional margin 
processing in the sampling method can improve the performance of 
RSM’s predictions but only when the number of training samples is large 
enough (Xing et al., 2011). Hence, it is usually difficult to further reduce 
the number of CTM simulations while still achieving the high accuracy 
of RSM’s predictions. 

To address the aforementioned limitations, this study integrated the 
machine learning method named “stepwise regression” and the statistic 
method named “collinearity diagnosis” to improve pf-RSM forming a 
novel self-adaptive RSM (SA-RSM) (Chen et al., 2013; Cheng et al., 2012; 
Dormann et al., 2013; Hwang et al., 2015; Kerckhoffs et al., 2019; Sal-
merón Gómez et al., 2016; Stewart, 1987). The stepwise regression 
method can intelligently build a robust polynomial function-based 
model to reduce the error range caused by the fixed fitting parameters 

and improve the computation efficiency (Chen et al., 2013; Kerckhoffs 
et al., 2019). The collinearity diagnosis can be used for diagnosing the 
results of stepwise regression to effectively address the overfitting issues 
and reduce the marginal error (Li et al., 2011). The performance of 
SA-RSM is demonstrated in this presented study by comparatively 
evaluating the predictions of SA-RSM and pf-RSM against the CTM 
simulations in a case study over the Pearl River Delta region (PRD), 
China. The innovative SA-RSM are expected to provide better user 
experience for decision-makers and scientists to make sound emission 
control policies for lowing ambient PM2.5 and O3 concentration. 

2. Methods 

2.1. Model data and configuration setup 

The ambient air quality was simulated by the Community Multiscale 
Air Quality Modeling System (CMAQ) in this study, and the meteoro-
logical conditions predicted by the Weather Research and Forecasting 
Model (WRF) were provided as the input for CMAQ simulations. Three 
nested model domains (D1, D2, and D3) with horizontal resolutions of 
27 km, 9 km, 3 km, respectively, were utilized in the WRF-CMAQ 
modeling system (Fig. 1a), and 14 vertical layers were set for all do-
mains. The innermost D3 region was divided into six sub-regions 
denoted as Guangzhou (GZ), Shenzhen (SZ), Foshan (FS), Dongguan 
(DG), Zhongshan (ZS), and Others (OTH) (Fig. 1b). Tsinghua University 
provided emission inventories for D1 and D2 domains (Wang et al., 
2014; Zhao et al., 2018), and the 2017 emission inventory for the D3 
domain was developed by the collaborative team from Tsinghua Uni-
versity and South China University of Technology. Initial conditions for 
D2 and D3 were generated from the simulations of D1 and D2, respec-
tively, and a 5-day dormancy period was set to reduce the effect of initial 
conditions on simulation results. Version 6 of the Carbon Bond Mecha-
nism (CB6) for aerosol extensions was utilized in the CMAQ meteoro-
logical chemistry module, and the AREO5 aerosol mechanism was 
employed in the aerosol module. Simulation periods of January and July 
2017 were selected as the representative polluted months for PM2.5 and 
O3, respectively. The performance of CMAQ for PM2.5 and O3 simula-
tions was evaluated by comparing the simulated baseline concentrations 
with the ground-based observations, and results showed that the 

Fig. 1. (a) Three nested domains with 27 km, 9 km, and 3 km resolutions and (b) the innermost D3 domain. The red points are the locations of the state controlled air 
quality monitoring sites. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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correlation coefficient (R) between the model simulations and the ob-
servations for PM2.5 and O3 was greater than or equal to 0.4 and 0.6 in 
selected representative sites (Fig. S1 and Fig. S2), which generally 
satisfied the criteria of R for PM2.5 and O3 recommended by Emery et al. 
(2017). The NMB was within 25% for selected representative site 
(Fig. S1 and Fig. S2), which was also comparable to those in other 
publications (Fang et al., 2020; Pan et al., 2020). Consequently, the 
model performance was acceptable in this study. 

2.2. Development of self-adaptive response surface model 

The process of building the SA-RSM for PM2.5 and O3 predictions 
based on the machine learning approach is shown in Fig. 2. The emission 
control factors for PM2.5 and O3 were selected first and then sampled to 
form the control matrix consisting of various control scenarios. Next, the 
ambient PM2.5 and O3 concentrations in the PRD region under various 
scenarios were simulated using the WRF-CMAQ system. Then, the self- 
adaptive RSM (SA-RSM) was constructed based on the WRF-CMAQ 
simulations using the stepwise regression method combined with the 
collinearity diagnosis. Finally, the performance of SA-RSM was evalu-
ated through the out of sample validation; if the validation results were 
desirable, the established SA-RSM can be applied for ambient PM2.5 and 
O3 prediction, otherwise, the SA-RSM will be re-fitted by increasing the 
number of samples. 

2.2.1. Stepwise regression 
Stepwise regression is a statistical method that has been previously 

successfully applied to enhance the precision and applicability of 
ambient pollutant concentrations forecasting models (Chen et al., 2013; 
Cheng et al., 2012). To illustrate the calculation process of the stepwise 
regression in this study, the establishment of the nonlinear relationship 
between PM2.5 and its precursors was conducted as an example case. 
First, 15 terms constructing the polynomial responsive function of PM2.5 
were selected (Table S1), in which all product terms (Table S2) were 
regarded as the selectable terms; then the PM2.5 concentrations were 
fitting with each selectable term separately using the linear regression 
function, and an F-test was performed on each selectable term to 
determine the magnitude of its ability for PM2.5 prediction, in which the 
term with the largest F-test (Table S3) value will be chosen as the 

selected terms (Fig. 3. Step 1). Second, a partial F-test was performed on 
each selectable term to determine the magnitude of its ability for further 
enhancement of PM2.5 prediction, in which the term with a partial F-test 
value greater than the threshold (with the initial value of 2) was 
considered as the desirable term, and the term with the largest partial 
F-test value among all the desirable terms was furtherly moved to the 
selected terms (Fig. 3. Step 2); then step 2 was repeated until there were 
more than two selected terms forming the initial polynomial responsive 
function. Next, the partial F-test was sequentially implemented for each 
selected term, and the term failed the partial F-test will be removed from 
the selected terms determined in the former steps (Fig. 3. Step 3). 
Finally, both step 2 and step 3 were repeated until all the selected terms 
passed the partial F-test and all the selectable terms failed the partial 
F-test, when the polynomial responsive function of PM2.5 to its precursor 
emissions can be established by all the selected terms. 

2.2.2. Collinearity diagnostics 
Collinearity (also multicollinearity) is a phenomenon in which one 

independent variable can be linearly predicted from other independent 
variables in a multiple regression model (Stewart, 1987). Affected by the 
collinearity, the estimations of the multiple regression model will 
significantly and erratically change due to the small changes in the 
training data, thus reducing the stability and prediction performance of 
the regression model (Magel et al., 1987). Since different terms in the 
polynomial response function generated by the stepwise regression 
contain the same independent variable, as shown in step 4 of Fig. 3 
where there are five terms in the polynomial response function that 
contain NOx (i.e., ENOx

4, ENOx
2, ENOx, ENOx ENH3 , ENOx EVOC), and the terms 

contain the same independent variables may have a high degree of 
collinearity, which will greatly decrease the prediction performance of 
the RSM established by the stepwise regression model (Dormann et al., 
2013; Stewart, 1987). Therefore, utilization of the stepwise regression 
method alone to determine the combination of various desirable terms is 
insufficient to establish a robust RSM, and the evaluations of collinearity 
between different terms selected by the stepwise regression are neces-
sary. Two commonly used statistical indexes, condition number and 
variance inflation factor (VIF) were utilized to diagnose the collinearity 
in this study (Jou et al., 2014; Salmerón et al., 2018), and the poly-
nomial functions obtained by the stepwise regression must satisfy the 
requirement of both the condition number and VIF to pass the collin-
earity diagnosis. The final SA-RSM can be constructed based on these 
polynomial functions that pass the collinearity diagnosis. The collin-
earity diagnosis process is performed as below: 

First, considering each term in the polynomial functions attained by 
the stepwise regression as an independent variable, a linear function of 
y = Ax is established, and the condition number (κ) in this linear 
function can be calculated by Equation (1) subsequently. 

κ(A)=
⃦
⃦A− 1

⃦
⃦⋅‖A‖ (1)  

where κ(A) is condition number of the linear function of y = Ax; A is 
the coefficient matrix of the linear function of y = Ax. 

Second, the VIF of this linear function can be estimated by Equation 
(2). 

VIF =max
i
{

1
1 − R2

i
} i ∈ 1,⋯, n (2)  

where R2
i is the determination coefficient of the linear function 

composed of the i-th independent variable and the other independent 
variables; n is the number of independent variables. 

If the condition number κ(A) is greater than 100 or the VIF value is 
greater than 10 (Lazaridis, 2007; Salmerón et al., 2018), the selected 
terms (selected independent variable) will be considered as failing the 
collinearity diagnosis. Then, the threshold of the partial F-test value will 
be scaled up to 1.5 times of the original value (Hwang et al., 2015), and 
the stepwise regression will be restarted until the evaluation result of 

Fig. 2. The flow chart of the self-adaptive RSM (SA-RSM) for PM2.5 and O3 
predictions. 
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this selected terms passes the collinearity diagnosis. Finally, the SA-RSM 
will be established based on all the selected terms in the polynomial 
functions that passed the collinearity diagnosis. 

3. Results and discussion 

3.1. Improved training efficiency 

To examine the improvement on the prediction accuracy of SA-RSM, 
the mean relative errors (MRE) of SA-RSM and pf-RSM for PM2.5 and O3 
prediction under different numbers of training samples were compared 
in Fig. 4a. It can be seen that the SA-RSM can achieve comparable 

performance to the pf-RSM with a smaller number of training samples 
for both the PM2.5 and O3 predictions. For example, the MRE of pf-RSM 
for PM2.5 and O3 predictions were 1.5% and 2.5% respectively under 20 
training samples, while to obtain the comparable MRE performance, the 
required training samples for SA-RSM to fit the PM2.5 and O3 are only 6 
and 12 respectively. The minimum training samples of pf-RSM is 15 
because the polynomial function used to construct the pf-RSM has 15 
terms (Table S1), while SA-RSM, due to the improved training effi-
ciency, can get the effective terms with fewer (e.g., 6) samples than the 
pf-RSM (e.g., 15). In addition, we notice that the MRE of either the SA- 
RSM or pf-RSM for O3 is larger than that for PM2.5 under the same 
number of training samples. It was because that the O3 was an entirely 

Fig. 3. The stepwise regression process for PM2.5 analysis.  
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secondary pollutant generated by the complex photochemical reactions 
among different precursors, while the PM2.5 was partially emitted from 
some primary sources (e.g., the primary PM2.5 emissions contributed 
67.9–78.6% to PM2.5 concentrations in the PRD as reported by our 
previous research) (Li et al., 2021). Hence, O3 exhibited a stronger 
nonlinear relationship with its precursors compared to PM2.5, making 
the ambient O3 more difficult to predict than the PM2.5 for both SA-RSM 
and pf-RSM. 

The variation of SA-RSM’s and pf-RSM’s fitting time for PM2.5 and O3 
were also compared under different numbers of training samples, as 
shown in Fig. 4b. It is found that the fitting time of SA-RSM is signifi-
cantly lower than that of pf-RSM under the same number of training 
samples; for example, under the 20 training samples, the fitting time for 
PM2.5 and O3 is reduced from 73.5 s to 74.1 s by the pf-RSM to 44.4 s and 
35.5 s by the SA-RSM, with a decrease rate of 40% and 52% respectively. 
It is also noticed that the pf-RSM take similar time to fit the PM2.5 and 
O3, while the SA-RSM consumes obviously less time to fit the O3 
compared with the PM2.5. This was because the polynomial function 
used by the pf-RSM for both the PM2.5 and O3 fitting consisted of 15 
fixed terms (Table S1), which caused the similar computation time; 

while the SA-RSM optimized the fitting process through the stepwise 
regression to effectively choose useful terms, and there were more kinds 
of PM2.5 precursors (i.e., NOx, SO2, NH3, VOC) than O3 precursors (i.e., 
NOx, VOC), making the optimization process for PM2.5 fitting more 
complicated and time-consuming. 

3.2. Enhanced prediction accuracy 

To evaluate the enhancement on the performance of SA-RSM for 
PM2.5 predictions, the spatial distribution of the mean absolute error 
(MAE) of pf-RSM and SA-RSM were compared under the 100% emission 
reductions of NOx, SO2 and NH3 (Table S4), individually. As shown in 
Fig. 5, the prediction error of SA-RSM mainly lay in the central areas of 
the PRD, and the MAE value of SA-RSM is lower than that of pf-RSM in 
over 70% areas of the PRD. The advantage of SA-RSM is especially 
obvious under the 100% NOx emission reduction scenario, in which the 
MAE over the entire D3 region is largely reduced from 1.19 μg/m3 by the 
pf-RSM to 0.51 μg/m3 by the SA-RSM (with a decrease rate of 57%). 
Moreover, under the 100% emission reductions of SO2 and NH3, the 
MAE for PM2.5 predictions is also reduced from 0.16 μg/m3 and 0.33 μg/ 

Fig. 4. Mean relative error (a) and time consumed (b) of SA-RSM and pf-RSM for PM2.5 and O3 predictions under different numbers of training samples. Error bars 
indicate standard deviation of five repetitions. 

Fig. 5. (a)–(f) Spatial distribution of the error and (g) the MAE of pf-RSM and SA-RSM for PM2.5 predictions across the entire domain in January 2017, PRD. The MAE 
is defined as the mean absolute error of the predicted monthly averaged concentration compared with that simulated by the CMAQ. Both pf-RSM and SA-RSM were 
established by 20 training samples. 
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m3 by the pf-RSM to 0.10 μg/m3 and 0.27 μg/m3 by the SA-RSM (with a 
decrease rate of 38% and 18%). As a result, the average MAE under NOx, 
SO2 and NH3 individual 100% emission reduction scenarios is reduced 

from 0.57 μg/m3 to 0.29 μg/m3 with an average decrease rate of 49%. In 
addition, to evaluate the improvement of SA-RSM for predicting indi-
vidual secondary PM2.5 components (i.e., nitrate, sulfate, and 

Fig. 6. (a)–(d) Spatial distribution of the error and (e) the MAE of pf-RSM and SA-RSM for O3 predictions across the entire domain in July 2017, PRD. The MAE is 
defined as the mean absolute error of the predicted monthly averaged daily 8 h-max concentration compared with that simulated by the CMAQ. Both pf-RSM and SA- 
RSM were established by 20 training samples. 

Fig. 7. Isopleths of the PM2.5 response to NOx and SO2 emission changes in January 2017 in the entire D3 domain predicted by pf-RSM (a) and SA-RSM (b), 
respectively, and the PM2.5 isopleths in the marginal areas predicted by pf-RSM (c) and SA-RSM (d), respectively, and the PM2.5 isopleths in the marginal areas 
directly interpolated from the 9 CMAQ simulation scenarios as marked by the red circle (e). The predicted PM2.5 response is monthly averaged across all monitoring 
sites of the PRD; the x and y-axes represent the emission ratio of NOx and SO2 respectively for the entire D3 domain, and the baseline emission ratio is equal to 1. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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ammonium), the overall MAE of pf-RSM and SA-RSM under 5 randomly 
selected control scenarios (Table S5) for PM2.5 component predictions 
were compared in Fig. S3. It can be seen that the MAE of SA-RSM for 
each PM2.5 component was also obviously lower than that of the pf-RSM, 
indicating that the SA-RSM had an improvement over the pf-RSM in 
both the total PM2.5 and PM2.5 components predictions. 

The enhancement in the performance of SA-RSM for O3 predictions is 
also evaluated by comparing the prediction error of pf-RSM and SA-RSM 
under the 100% emission reductions of NOx and VOC respectively. As 
shown in Fig. 6, in July, under the 100% NOx emission reduction sce-
nario, SA-RSM can overall reduce the O3 prediction error over the entire 
D3 domain, especially at the downwind areas of the PRD affected by the 
southeast monsoon in July. The MAE is significantly reduced from 2.95 
ppbv by the pf-RSM to 0.37 ppbv by the SA-RSM (with a decrease rate of 
87%). Since the polynomial function formed the pf-RSM contained some 
NOx terms with high degrees for capturing the nonlinear response of 
PM2.5 or O3 to NOx emissions (e.g., the PM2.5 fitting equation contained 
a NOx term with 4th power, and the O3 fitting equation contained a NOx 
term with 5th power), as shown in Table S1. These higher degrees will 
lead to a significant overfitting phenomenon and increase the error of pf- 
RSM under NOx reduction scenarios (Xing et al., 2018), while the 
SA-RSM can effectively address this overfitting issue through the step-
wise regression method combined with the collinearity diagnosis. 

Under the 100% VOC reduction scenario, both pf-RSM and SA-RSM 
exhibit a desirable performance for O3 predictions, with the MAE of 
0.16 ppbv and 0.46 ppbv respectively, but pf-RSM perform a little better 
than SA-RSM in this condition (Fig. 6e). It was because that on the one 
hand, the VOC contribution to O3 in July was small (less than 15%) as 
reported by Fang et al. (2020), therefore, the slight response of O3 to 
VOC emission changes in July was a little hard to be identified by the 
stepwise regression and causing a slight error; on the other hand, 
SA-RSM was based on the iterative calculations to select the appropriate 
polynomial responsive function for establishing the responsive 

relationship between VOC and O3, causing the error accumulation 
during the iterative calculation; while the pf-RSM was fit with the fixed 
function through once calculation and the error arising from a slight 
VOC contribution was small and will not accumulate. Although the MAE 
of SA-RSM is slightly larger than that of pf-RSM for VOC reduction 
scenario, the average MAE of SA-RSM under NOx and VOC individual 
emission reduction scenarios is still greatly reduced by 74% compared to 
pf-RSM (from 1.55 ppbv by the pf-RSM to 0.41 ppbv by the SA-RSM). 

We further performed the October PRD case, when both VOC and 
NOx had a significant contribution on O3 (the contribution of VOC was 
more than 52%) (Fang et al., 2020). As shown in Fig. S4, SA-RSM 
significantly reduces the prediction error of pf-RSM over the entire re-
gion (especially at the downwind areas affected by the northeast 
monsoon in October 2017) under NOx and VOC individual reduction 
scenarios (reduced by 90% and 77% respectively). 

3.3. Resolved marginal effects issue 

The current RSM (e.g., pf-RSM and DeepRSM) was reported to have 
relatively poor performance at the marginal areas (Xing et al., 2011, 
2018), for example the areas of NOX emissions nearing 0 and SO2 or 
VOCs emissions nearing 1.2 as shown in Fig. 7 or Fig. 8. In order to 
investigate the improvement of SA-RSM in addressing the marginal ef-
fects issue, the PM2.5 isopleths predicted by pf-RSM and SA-RSM at the 
marginal areas were compared with that directly derived from the 
CMAQ simulations. The results show that the distribution of the 
response surface in the PM2.5 isopleths obtained by pf-RSM and SA-RSM 
is generally similar (Fig. 7a and b), but the varying trend of the pf-RSM’s 
prediction is distorted especially at the marginal areas, which shows 
significant overfitting phenomenon (Fig. 7c). In contrast, the SA-RSM 
predicted response surface is similar to CMAQ (Fig. 7e) which is much 
smoother than that predicted by the pf-RSM (Fig. 7c and d). The iso-
pleths’ shape of the PM2.5 as a function of NOx and SO2 emissions 

Fig. 8. The same as Fig. 7 but for the O3 response to NOx and VOC emission changes in July 2017.  
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created by SA-RSM is also similar to the reported ones in the publica-
tions (Blanchard et al., 2007; Chen et al., 2017). 

Fig. 8 shows the isopleths of the O3 as a function of NOx and VOC 
emission changes in PRD predicted by pf-RSM and SA-RSM respectively, 
and the predictions of two methods at the marginal areas were also 
compared with the CMAQ simulations. The overall trend of the response 
surfaces established by SA-RSM and pf-RSM is similar (Fig. 8a and b), 
but the pf-RSM still exhibits significant overfitting at marginal areas 
(Fig. 8c), while the response surface of O3 established by SA-RSM is 
smoother and more consistent with the results of CMAQ simulation at 
the marginal areas (Fig. 8c, d and e) and is more consistent with the 
previously reported O3 isopleths (Guo et al., 2019; Luo et al., 2021). 

4. Conclusions 

In this study, a novel SA-RSM was developed by integrating the 
machine learning-based methods of stepwise regression and the statistic 
method of collinearity diagnosis. SA-RSM was successfully applied for 
PM2.5 and O3 predictions in the Pearl River Delta region, China. 

Our results suggested that there are three main improvements of SA- 
RSM over the pf-RSM. First, SA-RSM can effectively reduce the 
computational burden and improve the training efficiency; for PM2.5 
and O3 predictions, the training samples were reduced by 70% (from 20 
to 6) and 40% (from 20 to 12), and the fitting time was decreased by 
40% (from 73.5 s to 44.4 s) and 52% (from 74.1 s to 35.5 s) respectively. 
Second, SA-RSM was also able to significantly improve the overall pre-
diction accuracy for PM2.5 and O3 compared with the pf-RSM, with the 
average MAE reduced by 49% (from 0.57 μg/m3 to 0.29 μg/m3) and 
74% (from 1.55 ppbv to 0.41 ppbv) for PM2.5 and O3 predictions, 
respectively. Lastly, SA-RSM was demonstrated to well resolve the 
marginal effects issue of pf-RSM by avoiding the overfitting phenome-
non, and generated the isopleths of PM2.5 or O3 as a function of their 
precursors that were more similar to the ones derived by CTM. 
Accordingly, the newly developed SA-RSM can achieve an effective 
improvement on the computation efficiency and prediction performance 
over the pf-RSM, and the application of SA-RSM is expected to provide a 
better user experience for decision-makers and scientists to form sound 
emission control policies for lowing ambient PM2.5 and O3. 
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